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1 Introduction to Adreno GPUs and OpenCL 

With the full support of the latest general purpose computing standard, OpenCL 3.0, Adreno 
GPUs in Snapdragon® SoCs allow developers to fully leverage the GPU computing power without 
prior knowledge of graphics APIs. Meticulously designed OpenCL applications can take advantage 
of the full computing power of Adreno GPUs and run concurrently with graphics applications 
without affecting graphics rendering tasks such as UI. OpenCL on Snapdragon has been highly 
successful since its debut more than a decade ago: many smartphones powered by Snapdragon 
SOCs have OpenCL applications running behind the scenes for image, video, or compute vision, 
or machine learning workload. 

To know more about how to develop, optimize, and profile OpenCL on Adreno GPUs, please 
refer to the latest OpenCL programming guide at 
https://developer.qualcomm.com/qfile/33472/80-nb295-11_a.pdf, and the Adreno OpenCL SDK at 
https://developer.qualcomm.com/software/adreno-gpu-sdk. In addition, blogs on how to 
optimize OpenCL on Snapdragon SOCs using specific examples are available at 
https://developer.qualcomm.com/blog/opencl-optimization-stop-leaving-compute-cycles-table, 
https://developer.qualcomm.com/blog/opencl-optimization-accelerating-sobel-filter-adreno-gpu, and 
https://developer.qualcomm.com/blog/accelerate-your-models-our-opencl-ml-sdk. There are also 
video tutorials available, e.g., https://www.youtube.com/watch?v=P0ljnmRIHJw. 

 

 

https://developer.qualcomm.com/qfile/33472/80-nb295-11_a.pdf
https://developer.qualcomm.com/software/adreno-gpu-sdk
https://developer.qualcomm.com/blog/opencl-optimization-stop-leaving-compute-cycles-table
https://developer.qualcomm.com/blog/opencl-optimization-accelerating-sobel-filter-adreno-gpu
https://developer.qualcomm.com/blog/accelerate-your-models-our-opencl-ml-sdk
https://www.youtube.com/watch?v=P0ljnmRIHJw
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2 Offloading ALF of VVC to GPU 

2.1 What is VVC? 

Versatile Video Coding (VCC/H.266) is a video standard finalized by the JVET in 2020. As a 
successor to the successful video codec, HEVC/H.265, VCC targets both compression efficiency 
and a broad range of applications. As of today, a software-based VCC decoder is the only viable 
solution on smartphone as the hardware-based decoder is not available due to a range of factors. 
The hardware accelerated VCC decoder on Snapdragon is in progress. 

2.2 Why Offload to GPU? 

It is natural to offload parts of the VVC to Adeno using OpenCL so that the VVC decoder takes 
full advantage of the computing power of a SoC. As VVC is very computationally demanding. 
GPU is a particularly excellent choice to offload the workload thanks to the following 
considerations: 

1. Adreno GPU supports OpenCL. 

a. OpenCL is easy to program, debug, and profile thanks to all the resources available for 
Adreno, including Adreno OpenCL programming guide, Snapdragon profiler/debugger, 
and Adreno SDK examples. 

b. OpenCL has exceptionally good portability as all mainstream GPU vendors have adopted 
it. 

c. Many vendor extensions are available to allow developers to fully leverage Adreno’s 
advanced features. 

2. Adreno has superior computing power vs CPU. 

a. Adreno in premium tier SoCs features massive parallel SIMD computing engines. 

b. Adreno shares the same memory bandwidth as CPU and support the full 64-bit memory 
addressing. 

c. Adreno supports a wide variety of data types natively, including FP32, FP16, INT32, INT16, 
and INT8 (dot product), etc. 

d. Its FP16’s peak performance is twice of FP32’s. 

3. Adreno offers superior power/energy performance advantage vs CPU. 

a. Adreno is usually running at much lower clock rates than CPU. 

b. Adreno has advanced mechanism to lower clock rates to conserve power if necessary. 

c. Adreno has on-chip memory and large cache that reduces memory traffic to the system 
memory. 
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2.3 How to Design Pipeline? 

The partition of the workloads to CPU and GPU in a software decoder should follow the following 
guidelines: 

1. The pipeline should be designed to minimize the synchronization overhead between CPU 
and GPU. 

a. Pipeline should avoid excessive wait between CPU and GPU. 

b. Ideally, they should reach the same point without redundant wait time. 

2. The utilization of the cores should be as high as possible. 

a. The workload of a portion cannot be too small, as GPU is good at handling massive parallel 
data processing tasks while not good at handling too many small workloads. 

b. GPU has a software layer that roughly takes the same account of time regardless of the 
size of a workload. As a result, too many small workloads incur excessive software 
overhead as well as lower GPU’s utilization. 

c. The decoding of a frame can be divided into multiple portions/lines and within each 
portion/line, CPU and GPU should work in a pipelining fashion. 

2.4 Test Environment 

Tencent266Dec, an in-house developed real-time VVC decoder by Tencent, is designed to 
support a variety of platforms, including PCs and mobile devices[1,2], and was customized and 
optimized for GPU based heterogeneous  optimization, which served as the code base of this 
guideline and related industry demonstration.  For instance, the line-based filter process enables 
simultaneous operation of the GPU and CPU, effectively masking runtime latency. 

In this guideline, we will briefly outline the collaborative optimization efforts for H.266/VVC 
between Qualcomm and Tencent, providing guidance on GPU heterogeneous optimization. 
Owing to Tencent266Dec's real-time decoding performance plus the huge speedup from 
heterogeneous optimization, the world’s first 4K10bit60fps VVC playback on Qualcomm Soc  was 
demonstrated in ChinaJoy 2023. The test results in the following sections are also based on 
Tencent266Dec. For other H.266/VVC decoders, developers can utilize the methods described to 
optimize their H.266/VVC decoders for heterogeneous acceleration. 

2.5 What Parts to Offload? 

After reviewing the whole pipeline of VVC, the adaptive loop filter (ALF) in VVC is a natural choice 
for offloading into GPU, as this part is relatively more parallel friendly than the other stages in 
VVC and the workload itself is reasonably heavy for GPU processing. Therefore, ALF is used in this 
document to illustrate the OpenCL optimizations. This does not exclude the possibility of offloading 
other parts of VCC into GPU, e.g., interpolation filtering. 

We started with an initial version of ALF that is far from optimized, as shown in the following table, 
that the GPU version is even slower than the CPU version. 

Table 2-1 Initial latency (pure CPU v.s. CPU+GPU) 

 CPU CPU + GPU 

single-frame 68ms 280ms 
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As shown in the following figure, there are three steps in the ALF using three GPU kernels (K1, 
K2, and K3). We will give an overview of key optimizations without too many low-level details. 

 

Figure 2-1 Adaptive loop filter (ALF) of H.266 (VVC) 
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3 Optimizations 

This section presents the major OpenCL optimizations that we have done to achieve the 
performance target. We assume by now the developers should have read thoroughly the Adreno 
OpenCL  
Programming Guide, and have firsthand experience and feel comfortable on development, 
debugging, and profiling of OpenCL applications. 

Developers need to be aware that the optimization of an OpenCL application has multiple levels, 
including algorithm level, host/API level, and kernel level optimization, and typically requires 
multiple rounds of trials and errors to achieve the performance target. 

In this document, we focus on kernel optimizations. Before diving into details, one API level 
feature we like to highlight is an extension called recordable command queue, an OpenCL vendor 
extension recently created for Adreno. The extension is to record a serial of OpenCL kernel calls 
and then replay for the following workload that has the same set of OpenCL kernel calls with 
minor changes, such as kernels parameters. It is an extremely useful feature as the extension 
significantly reduces the software overhead for repetitive data processing like streamed video 
data processing. Please refer to the Adreno OpenCL programming guide and SDK for more 
details. 

3.1 Workgroup Size Tuning 

Tuning of workgroupsize is extremely important: each optimization described in this document 
should come with a new round of workgroup size tuning. Please refer to the programming guide 
on why tuning is important. 

 

Figure 3-1 Workgroup, workgroup size, and load/store access patterns 
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Figure 3-2 Workgroup size turning process 

Figure 3-1 shows an example of load/store patterns(red boxes) and workitems in the middle. A 
grid scan on all WG sizes is shown in Figure 3-2. 

3.2 Data Type/ALU Degradation 

Data types are extremely important as, (1) it affects the memory traffic between memory and 
GPU, and (2) the computing capabilities of Adreno GPUs may vary based on different data types. 

 

Figure 3-3 Downgrading data types 

By using shorter data type for the arguments, input buffer, and many other variables, we were 
able to improve the parallel efficiency (reduced register footprint) and increase the ALU 
throughputs. 

 
Figure 3-4 Downgrading ALU instructions (assuming c is calculated as 32 and invariant 
during the kernel execution) 

Converting arithmetic to bit-wise operations and changing control flows to conditional operator 
ternary also benefit the performance significantly. 

 



Offloading and Optimization of Adaptive Loop Filter of H.266 (VVC) on Qualcomm® Adreno™ GPUs  Optimizations 

80-NB295-21 Rev. AA May contain U.S. and international export controlled information 12 

3.3 Constant Memory 

 

Figure 3-5 Promote global arrays to constant memory for preloading 

Taking advantage of the broadcasting and preloading of constant member with an attribute, 
max_const_size dramatically improve performance. For example, ctu_enable_flag_buffer 
was a char array of length 510 bytes, which can be preloaded into constant memory which 
reduces data traffic and improve ALU utilization. 

3.4 Access Pattern Simplification 

 
Figure 3-6 Moving similar access patterns into the same kernel. 

As shown on the left of Figure 3-6, we found the access pattern of the Laplacian matrix 
accumulation in K1 was similar to the one in K2 while using the Laplacian matrix, so we move the 
accumulation to K2 to simplify K1’s data access pattern for better cache hit rate. This allows K1 to 
use larger WG size to fully utilize shaders without increasing cache thrashing. 
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3.5 Data Packing 

 

Figure 3-7 Packing input and output data. 

Figure 3-7 shows the process of packing more workload into a single workitem. Better data 
packing improves the ALU utilization based on the Snapdragon profiler. 

The following figure illustrates a toy example to pack four workitems’ workload into one by loading 
twelve pixels and storing four output pixels at once. 

         

 
 

Figure 3-8 Example of data packing 
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3.6 Computation Offloading 

 

Figure 3-9 Offloading arithmetic for invariants. 

As shown in Figure 3-9, Identifying the computation of invariants and offloading them to CPU saved 
unnecessary computing cycles for GPUs. 

3.7 Avoid Redundant Loads/Stores 

 

Figure 3-10 Avoid loading/storing zeros (shown in white boxes). 

By studying the algorithm, we found that the pixels with real values in the Laplacian matrix have 
considerable number of zero pixels around. Removing these zeros greatly reduces memory traffic 
between global memory and GPU. 

3.8 Replace Buffer with Texture Object 

           

Figure 3-11 image vs buffer object 

The initial kernel loaded all data using buffer objects, which provides flexibility for arbitrary 
indexing. However, the access patterns of some input arrays of K3 are aligned every four pixels 
and using texture instead of buffer leads to better performance as texture can leverage the L1 
cache.  

L1 Hit L2 Hit 
L2 Miss 
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The following figure shows the in-kernel modification. 

 

Figure 3-12 Load data with read_image 
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4 Summary 

Based on the test environment Tencent266Dec, Offloading ALF into GPU in VVC shows that 
averaged latency on multi-frame streams achieved 17.4% to 23.87% perf uplift as compared 
against a pure CPU implementation (for the whole frame decoding). 

 

Figure 4-1 The Working Cycles after the eight optimizations 

Throughout the optimizations, we profiled the kernels to understand the impact of each 
modification and verified whether the benefit reflected our knowledge and intention. Figure 4-1 
shows a profiling results of the steps. 

The following table lists all optimizations and their impacts we explored with Tencent266Dec as 
code base. 

Table 4-1 Summary of all optimizations 

 Description Impact 

1 wgTune Workgroup size tuning 81.6% 
2 dtypeRedu Downgrading datatypes 43.6% 
3 constMem Promoting small buffers to constant memory 21.2% 
4 k1k2Xch Simplifying K1 access pattern by moving the last block 

of K1 to K2 
27.6% 

5.1 vload Working toward data packing. Applying vload and 
vstore for adjacent pixels’ load/store. 

(accumulated to 5.3) 

5.2 vload4 Replacing vload3 with vload4, vstore3 with vstore4. (accumulated to 5.3) 
5.3 dataPacking Packing multiple workitems’ workloads into one. 19.4% 
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 Description Impact 
6 offload Combining dependent invariants and offloading some 

computations to CPU. 
5.2% 

7 squeezing Avoid loading/storing zeros in K1 and K2 37.2% 
8 image1d Texturizing K3’s input buffers. 30.8% 
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5 Industry Demonstrations 

Upon the implementation of GPU heterogeneous optimization, Qualcomm & Tencent have also 
developed a real-time 4K H.266/VVC player based on Tencent266Dec, utilizing the Adreno GPU 
on a Snapdragon 8 Gen 2 mobile processor. This H.266/VVC player can support stable, real-time 
playback of ultra-high-definition VVC content at 4K 10-bit 60 frames per second (FPS). It was 
showcased at ChinaJoy 2023 and International Broadcasting Convention (IBC) 2023. More 
details can be found in [3]. 
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6 Contact Us 

For further information or if you have any questions, please contact us by: 

https://support.qualcomm.com/ 

 

Tencent Media Lab 

medialab@tencent.com 

 

 

https://support.qualcomm.com/
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